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Analysis of Impact of Using the Trend Variables
on Bankruptcy Prediction Models Performance!
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Abstract

The main objective of this paper is to analyseittiygact of trend variables on
the predictive ability of the models constructethgswo methods: discriminant
analysis and decision tree technique. The secofettive is to develop a new
model with prediction accuracy higher by at lea@%in comparison with other
models being currently used in the Slovak busieesgonment (Altman model,
Index INO5). After analysing and comparing thes¢hods, we came to the con-
clusion that the most suitable method for develppire model was the decision
tree technique. Using this technique we were ablextract classification rules
for bankruptcy prediction and achieve predictiveligbof about 85% which, in
comparison with other models, showed higher pragigberformance by about
10%. Moreover, we confirmed that by applying theadgic approach predictive
ability of the decision tree increased; howeverdigenot derive the same result
using the discriminant analysis method.

Keywords: bankruptcy prediction models, failure, discriminanglysis, decision tree
JEL Classification: G33, C81, C36

Introduction

It has been years since companies, managers searchers started looking
for answers to the questions: Can business fallarpredicted? Can we recog-
nize symptoms of an upcoming failure? Up to nowdheave been published
many studies devoted to this issue. A summaryefitidings of over 190 studies

* Be4dta GAVUROVA — FrantiSek JANKE — Miroslava ®&0VA, Technical University of Ko-
Sice, Faculty of Economics, Department of Bankind Bavestment, B. Bimcovej 32, 040 01 KoSice,
Slovak Republic; e-mail: beata.gavurova@tuke.skitisek janke@tuke.sk; miroslava.packova@tuke.sk

** Mojmir PRIDAVOK, Technical University of KoSice,aBulty of Economics, Department
of Finance, B. Nmcovej 32, 040 01 KoSice, Slovak Republic; e-maibjmir.pridavok@tuke.sk

! This paper is supported by VEGA 1/0978/16Financial health of companies and its im-
portance in the context of supplier-customer relasi.



371

can be found in the publication of Du Jardin (200@p divided the symptoms
of failure into three types of variables. The firgtludes both financial variables
and variables that represent the major charadtarist the company itself. The
second deals with the market or sector-driven bt and the third with the
financial markets. As proved in Du Jardin (2009 first category is the most
commonly used when predicting a company failure. dtber evidence we can
see the overview of bankruptcy prediction model8atiovary, Giacomino and
Akers (2007), Balcaen and Ooghe (2006) or Altmath Marayanan (1977).

In spite of the fact that since the first Altmamwodel (1968) many other
models have been created, Altman’s model is gt of the most used models
not only in research but also in “real life”. Theodel is the first based on the
discriminant analysis (DA) with 95% accuracy onaryand 72% two years be-
fore the bankruptcy. As the model was developedhfercompanies listed on the
stock exchange, in 1983 it was revised to alsoudelnon-listed companies
(Altman, 1984). Many later studies were aimed ditating the Altman’s model
(Soon et al., 2013; Sulub, 2014; Lifschutz and Bac010; etc.) or its revision
(Anoop, Banerjee and Francis, 2007; Karas et Al32etc.). The discriminant
analysis was also used in the studies conducteduniik (2002), Neumaierova
and Neumaier (2005), Alaminos, Castillo and Ferearn@016), etc.

Despite the popularity of DA, this method as ohéhe parametric statistical
methods has to deal with assumptions such as niynealequal variance-co-
variance matrix of independent variables. Moreothex,assumption of normality
is often not met which may lead to bias of resittsnce, in 1980 Ohlson, for the
first time, applied the logit analysis (Ohlson, 0R8The Ohlson’s model outper-
formed the previous models based on the DA methaod, as proved later in
Lennox (1999), Kordlar a Nikbakth (2011), Charitdleophytou and Charalam-
bous (2004), the logit models were superior toRDAemodels. However, should
be mentioned that even the logit analysis has ssumaptions. The issue of
assumption was solved in 1990, when Odom and Sh@@R0) applied the
technique of artificial intelligence — Neural Nettko(NN) which required no
assumption. Since then, the methods such as NNjdhidiN, or data mining
techniques especially in the form of decision trbase been very popular in
literature (e.g. in Atiya, 2001; Chen and Du, 2008gn, 2011; etc.) and become
superior to traditional statistical methods (prouwedhang et al., 1999; Charitou,
Neophytou and Charalambous, 2004)

Static vs. Dynamic Approach

Despite the wide range of models available, mbsh@m are based on static
variables — static financial ratios. According to Dardin (2009), only 14% of
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190 analysed studies include at least one trenidhtar(mostly from year to year
changes in a ratio or financial variable).

It is a very small percentage considering the @dopositive impact of using
trend variables on the performance of bankruptegiotion models (e.g. Chava
and Jarrow, 2004; Campbell, Hilscher and Szila2§08).

Dynamic (trend) variables can be seen in the mbygeDhlson (1980), where
the income trend was observed. The relevance ®¥#riable was proved in Low,
Nor and Yatim (2001) as well. Trend variables wade® included in the model by
Kahya and Theodossiou (1999), Huang et al. (2688 m (2015) and others.

Based on the previous research, we can summaezeeaisons for including
trend variables in the analysis:

« Trend variables embody the dynamic character dilaré as it is not
a sudden or unexpected event but may take someg(8meanway, 2001). While
static models examine a company’s failure as areliscevent without paying
attention to the dynamics of the process, dynanadais based on trend variables
can reveal a deteriorating trend of the financeslth of a company. It should be
mentioned that trend and static variables are cemghtary. In other words,
dynamic models cannot be created using only trembles, but both trend and
static variables need to be included. As pointedimuDu Jardin (2009), static
variables can detect imbalance, while trend vagsbhn define a direction.

- As stated by Lev (1969), failed companies haveecatgr degree of instabil-
ity in their financial statements in comparison twiton-failed companies and
therefore the change in their financial ratios Wil greater. So, a model includ-
ing a trend variable is more sensitive to finanaiatability and can better dis-
tinguish between a failed and non-failed company.

Taking into consideration all these aspects, énms=d useful to examine the
impact of including trend variables into the anaysf the predictive ability of
the created model. Moreover, there is little evienf this in literature, in the
Slovak conditions hardly any.

1. Methodology
1.1. Objectives and Hypothesis

Due to the above-mentioned advantages of trenidblas, one of our ob-
jectives was to find out whether the implementatifrthe dynamic approach
(understanding the involvement of trend variableghin the Slovak business
environment would lead to an increase in the peréorce ability of bankruptcy
prediction models based on two selected methodscriniinant analysis as
a traditional one and Decision tree as an artifigitelligence technique. In
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doing so we met our second objective, i.e. creatioa new model that would
perform better than currently used models — Altraanbdel and Index INO5.

To meet the objectives, we worked with three higpses:

Working hypothesis No. 1Using the dynamic approach will increase the
accuracy of static DA model

Working hypothesis No. 2Jsing the dynamic approach will increase the
accuracy of static Decision tree model

Working hypothesis No. 3Ne created a model with the accuracy higher by
at least 10% in comparison with the models mostnesonty used in the Slovak
environment (Altman’s model, Index IN 05)

1.2. Sample

The analysed sample consisted of the financiad d¢&tl 182 Slovak non-
-listed companies: 277 bankrupted and 905 non-logutéd businesses. For each
company we had financial statements at our disposatring the period of at
least four years in a row, i.e. for the analysedrgdrom 2009 — 2014. By ana-
lysing four financial statements in a row we eliatied start-ups and companies
trading on the market for a very short time frora #ample, because this group
of companies have different failure paths compavitd the established compa-
nies (Ooghe and De Prijcker, 2008).

In order to meet the objectives of the paper, waldd our sample into two
parts: in-sample set of 720 companies (including bdankrupted) for model
estimation and out-of-sample set of 482 companieduding 137 bankrupted)
for model verification using a random approach.

1.3. Variables

A set of variables is one of the key tools forfpemning the analysis. The way
the variables are chosen will influence the inpud &nally the output data as
well. In literature, we can find authors who do retplain their choice of
a method (e.g. Ohlson, 1980; Yap, Yong and PoodQRO0Owhile others use
methods such as correlation analysis (e.g. Shid#&88), descriptive statistics
(e.g. Sarlija and Jeger, 2011), factor analysig @hen, 2011) or previous stud-
ies (Chen and Du, 2009), etc. In our analysis, tagedd with a basic set of 51
variables most commonly considered and studieifeirature:

a) Altman’s model (Altman, 1984) — Variables of thiodel are most fre-
guently used in the bankruptcy literature. Even et®dthased on NN using these
variables proved to have high accuracy (Odom araaidaih 1990).

b) Index INO5 (Neumaierova and Neumaier, 2005) — InidN®5 was created
based on a sample of Czech companies. As prov&hdkova (2015), Index
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INO5 has performed very well even in the Slovakditons (see the description
in Belas et al., 2015a; Belés et al., 2015b; Magkdolik and Sipko, 2014) and
has over performed models such as Altman (198@htson (1980). Taking into
account these results, we assume high statisigaifisance of INO5 variables
in our sample as well.

c) Analysis of Chen and Du (2009) — The study is fecusn using neural
networks and data mining techniques in the prezhcaf company failure. Ac-
cording to authors, the choice of this study waseldaon the fact that variables
had already been found as significant in the stud@anducted by Kirkos et al.
(2007), Spathis (2002), Spathis, Doumpos, and Zoig@i(2002), Fanning and
Cogger (1998), Persons (1995), Stice (1991), Fdrark, and Pastena (1991),
Loebbecke, Eining, and Willingham (1989) and Kinraeyd McDaniel (1989).
From all the financial (33) and non-financial (&riables used in their study, we
selected financial ratios suitable for non-listedhpanies (Chen and Du, 2009).

For the purpose of the analysis we worked with limals of sets:

1. To create static models, we worked with 51 statiarfcial ratios used in
the publications of the authors mentioned above

2. To create dynamic models, we worked with 51 stini@ncial ratios used
to create static models as well and, moreover, ddeé 51 trend ratios derived
from static financial ratios using the followingifoula: (X — Xo)/Xo.

1.4. Techniques

To develop the new models, two methods were uU3édand decision trees.
Using these methods, we identified the most sigaifi variables from the basic
sets in terms of prediction bankruptcy/non banloypmif companies within the
Slovak business environment.

Discriminant Analysis

Discriminant Analysis is a classificatory discrivaint analysis used to classi-
fy a dependent variable into two or more groupstas independent variables.
To meet the assumption of equal variance-covarianagix, the discriminant
function takes two forms: linear (if assumption yrat quadratic (if assumption
not met). When the dependent variable is dichotanthe linear function per-
forms well (Lachenbruch, 1975). As failure/ nonkiaé is a dichotomous varia-
ble, most of the bankruptcy prediction models aredr functions (see overview
in Bellovary, Giacomino and Akers, 2007; Balcaenl &@oghe, 2006; Altman
and Narayanan, 1997). Thus, in our analysis theatidliscriminant function is of
the following form:

Y =Xy + Vo Xo + V3Xs + ... + VX, (1)
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whereY is a dependent variabl¥; is a value of independent variableandyv;

is a vector of independent variable which helpsaparate the considered groups
in such a way that the intra — group variabilityménimized while the inter —
group variability is maximized (KaSova and MiSankova, 2014).

To select the most significant variables from basic set, Wilk's Lambda
test was used. By applying this test it was possibl compare the statistical
significance of the average of variables betweemdvoups: the group of bank-
rupted companies and the group of non-bankruptetpaaies. In the following
step, statistically significant variables were e¢éstor the presence of correlation,
and redundant variables were not included in thdaho

Decision Tree

Decision trees are simple classifiers that corsigihree types of decision
nodes represented in the form of a tree (Wu eR@lp):

» Nodes with no incoming edges (root node) — thettsgi variable of the
highest classification ability

» Nodes with outgoing edges (test node) — splittifgyariables with high
classification ability which starts decreasing las mode moves off the root until
the decision node is reached

- Decision nodes (leaves) — final splitting of valesbof the tree branches,
whereby each leaf is assigned to one target dttribuindicates the probability
of the target attribute having a certain value @&kand Maimon, 2007)

Decision trees are used to classify an object ¢emppany) to a predefined set
of classes (e.g. failed/non-failed) based on tiibutes (e.g. financial variables).

The process of building decision trees involvdgtsp the data set into ho-
mogenous subsets with respect to the target varié®bkach and Maimon,
2007). In each splitting step, the explanatoryalalg splits the set achieving two
aims simultaneously, i.e. to minimize the intrasetls’ variability and maximize
the inter-subsets’ variability.

There are several algorithms used for construatewsion trees such as clas-
sification and regression trees (CART), C 4.5, @, 8hi squared automatic in-
teraction detection (CHAID), QUEST, etc. When makindecision, which algo-
rithm to use for the analysis we put emphasis enptievious research. Our first
choice was CART and CHAID algorithms, because tlsethe most valuable
for classification (Azar et al., 2010). Both CARMdaCHAID algorithms can be
applied to analyse classification problems with djoesults as was also proved
by Shiri et al. (2012) in their study. In makinglecision which algorithm to use,
either CART or CHAID, we relied on the comparisdniheir benefits.

A major difference found by the analysis was tbenher of outgoing edges.
While CART algorithm splits only by one variableH&ID algorithm has no
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limitations and the tree is branchier. Thereforel AID seems to be more suita-
ble as there is no limitation to the number of outg edges. When taking their
advantages into account, both algorithms can déhl eategorical and numeri-
cal variables, outliers or missing values (Lakshinglumathi and Nandivi,

2015). Hence, CHAID algorithm was chosen for theppae of our analysis.

2. Results

First, we present the results obtained by applthegDA method to the created
static and dynamic DA model. Then, the resultdhefDecision tree technique are
compared with the results of the DA method. Finallg use an out-of-sample test
to validate all the models mentioned in this pagegt compare their results with
the results of the existing models: Altman (19843 dndex INO5, which are
most commonly used in the Slovak environment, oo#tience and practice.

2.1. Results of DA Method

As mentioned above, the variables were selectad) Wilk's Lambda test
which were identified as significant (at the 95%fodence level) in both static
and dynamic DA models. After performing the cortiela test, the following
static and dynamic models were developed:

Table 1
Function of Static DA Model and Dynamic DA Model
Function Function
STATIC DA MODEL 1 DYNAMIC DA MODEL 1
Capital/Loan Capital —.209 Liabilities/Assets 1.161
Inventory/Assets 1.810 Current Asset$Current Liabilities + Bank Loan) -.122
Current Liabilities/Current Asse| .071 Current Liabilities/Assets 453
Loan Capital/Assets 273 EAT/Costs -2.586
Earnings After Taxes/Costs -1.636 Turnover/Equity .003
Bank Loan/Assets .998 EAT/Long-term Assets -.106
(Loan Capital — Current Financi (Turnovet/Assets — TAg)/(To — Ao) .187
Assets)/CF .001 (Cur. Liabiliteg/Cur. Assets— CLy/CAo)/(CLy/CAy) .042
Long-term Assets/Assets 1.305 (Financial CostgLiabilities; — RCo/Lo)/(FoCo/Lo) 231
Liabilities/Assets 3.175 (Inventory/Turnover*360 — b/To*360)/(lo/ To*360) .004
Assets/Equity .001 (Long-term AssetglLong-term Liabilities —
(Constant) -2.281 LtAo/LtL o)/(LtA¢/LtL o) 021
(Liabilities;/Assets — Lo/Ao)/( Lo/Ao) .009
(Turnovet/Inventory — To/lo)/( To/lo) .023
(Turnover — Costg)/Turnover — (§ — Go)/To)/
(To— G)/To) .005
(Constant) -.611

Source:Own elaboration in SPSS Statistics Programme.
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In both cases we set the cut off value at 0.238isTiwhen M is higher than
0.23, a failure is more likely to happen when coragawith M value less than
0.23. Using the model on the in-sample set welgbfdllowing performance:

Table 2
Accuracy of DA Model in Two Predicted Periods
Predicted period Overall Failure I type error Non-failure | 1l ™ type error
accuracy accuracy accuracy
% No. % No. % No. % No. %
1 year 75.00 111 79.27 29 23.57 414  73.98 146 26.p7
(static/dynamic) 76.71 | 112| 80.00 | 28 | 20.00 | 425| 75.89 | 135| 24.11
2 years (static/dynamic) 74.71 | 104 | 74.29 36 29.29| 419 74.8% 141 25.18
73.71 95| 67.86 | 45 | 32.14 |421| 75.18 | 139| 24.82

Source:Own elaboration in MS Excel.

The results given in the table show that usingdyr@amic approach in the
analysis we were able to increase the predictivityabf the static model in
three of four cases. In terms of non-failure accyrghe dynamic approach had
a slightly positive impact, whereas in terms ofuia accuracy we had to differ-
entiate between one and two years before bankruftey dynamic approach
showed improvement in prediction accuracy one Yediore bankruptcy, how-
ever, two years before bankruptcy the accuracyedsed. The decrease was so
significant that it influenced the overall accuranya negative way and as a re-
sult the accuracy of the model predicted for theogeof two years was worse in
comparison with the static model.

Based on the above, weuldn’t confirmour Working hypothesis Nd. as our
assumption worked only for one-year predicted pkrio

In general, the performance of both models cooldbe considered sufficient
as the predictive ability of the models for bothipes was less than 75%. These
results might be the consequence of breaking thengstions of the DA method.
The Shapiro-Wilk and Kolmogorov-Smirnov test showviieat not satisfying the
assumption of normal distribution could lead toshiasults and decrease in the
total quality of the model. Based on these factsaggumed a higher predictive
ability by applying the decision tree method whichkes no assumptions.

2.2. Results of Decision Tree Technique

The results of the DA models were not sufficiembigh as the total accuracy
of prediction one and two years ahead was onlytaBafb. This could be caused
by breaking the assumptions of the applied methadl ¢ould lead to bias re-
sults. On the other hand, the decision tree teciendid not require any statisti-
cal assumption and showed quite a high level diptie#e ability proven in nu-
merous research studies.
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In our analysis we used CHAID algorithm, and frtime decision tree we
extracted the following rules indicating if the goamy would fail:

Table 3
Classification Rules Extracted from Decision Trees
RULES Static DT

0.7011298 > Loan Capital/Assets <= 0.89107156 ashClow/Loan Capital <= 0.0018514878
0.89107156 > Loan Capital/Assets <= 1.4669329 aashElow/Loan Capital <= 0.024816984
Loan Capital/Assets > 1.4669329

RULES Dynamic DT

Assets/Equity <= -1.6861705 and Bank Loans/Asséts >

Assets/Equity <= -1.6861705, Bank Loans/AssetaxdCash Flow/Loan Capital <= 0.024961582
—1.6861705 > Assets/Equity <= 0.03737541

Assets/Equity > 3.422917 and Cash Flow/Loan Cagitad.0006137677

Assets/Equity > 3.422917, 0.0006137677 > Cash HEoar Capital <= 0.024961852 and

Financial Assets/Current Liabilities <= 0.20828587

Source:Own elaboration in MS Excel.

When looking at these rules, it is obvious thaerafpplying the dynamic
approach the rules changed, however, there welteend variables present in
the rules. It means that by using algorithm CHAIB did not find any signifi-
cant trend variables, but by adding trend varialleschanged the relative sig-
nificance of explanatory variables.

The great advantage of these rules is that, irpeoison with the DA models,
they are much easier to use as the only calcul#tianneeds to be performed is
to verify if the financial ratios of a company &ny of the rules. By applying
these rules to a training sample we obtained thewimg results:

Table 4
Accuracy of Classification Rules Extracted from Deision Trees
Predicted period Overall Failure IS'type error Non-failure | Il ™ type error
accuracy accuracy accuracy
% No. % No. % No. % No. %
1 year 85.86 |113| 80.71 | 27| 19.29| 488 87.14 72 1286
(static/dynamic) 86.71 |115| 8214 | 25 | 17.86 |492| 87.86 | 68 | 12.14
2 years 8429 |103| 7357 | 37| 26.43| 487 86.96 713  13.04
(static/dynamic) 86.14 |100| 71.43 | 40 | 2857 |503| 89.82 | 57 | 10.18

Source Own elaboration in MS Excel.

With the decision tree model we obtained overafluaacy of around 85%
on average where the accuracy of DA models wasehigy about 10% in com-
parison with the previous results. When lookinghagt accuracy for failed and
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non-failed companies, it is obvious that our modesformed better for non-

-failed companies in both predicted periods. Tlieraprediction accuracy of the
models two years before the bankruptcy decreasedrmparison with one year
before the bankruptcy which was the same as witmiaflels. Based on that we
could conclude that failure prediction accuracythed models was highly influ-

enced by the predicted time period, and the mdaked$ predicted a failure only
one year ahead. The decrease in failure predietcaracy goes hand-in-hand
with stagnating or increasing the accuracy in raihife prediction, thus, the

overall accuracy was only slightly influenced.

The analysis of the overall accuracy showed thatuse of the dynamic ap-
proach improved the accuracy in both predicted pegods. Thus, based on the
results we caonfirm Working hypothesis NB.as we proved that the dynamic
decision tree showed a better performance thastétie one.

Moreover, we proved higher predictive ability dktdynamic decision tree
model in comparison with the dynamic DA model or tme hand and higher
predictive ability of the static decision tree mbohecomparison with the static
DA model on the other.

Based on the results we can state that we createodel that fits the Slovak
business environment very well as the total acgqureas at the level of about
85%. To compare the results of this model withrtiedels used in Slovakia we
used out-of-sample validation.

2.3. Validation

As mentioned above in 2.2, we divided the sampiie in-sample and out-of-
-sample so that we could validate all the modelsa aorew sample that was not
used to develop the models. Validation revealed¢hé predictive ability of the
models as we used a sample different from theraigince they had different
characteristics.

In general, validation results appeared to be evtitan those obtained previ-
ously. It could result from the fact that the madate trained on a training sam-
ple to fit this sample as best as possible and wisémg another sample their
predictive ability usually decreases. Thus, theartbe model is over-trained on
the training sample, the higher the probabilityefting worse results on another
sample is.

The results of the models created by us are givehe table below. More-
over, we chose two existing models to compare thétm our models. For the
purpose of comparison, we chose the Altman’s m@@83), which is the most
commonly used model in literature and Index INC&t ik most often used in the
Slovak and Czech environment.
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Table 5
Validation of Models
Predicted period: Overall Failure IS'type error Non-failure | 11 ™ type error
1 year/2 years accuracy accuracy accuracy

No. % No. % No. % No. % No. %
ALTMAN 293 | 60.79| 99 | 72.26| 38 | 27.74| 194 | 56.23| 151 | 43.77

286 | 59.34 86 | 62.77| 51 37.23| 200 | 57.97| 145 | 42.03
280 | 58.09| 102 | 74.45| 35 2555| 178 | 51.59| 167 | 48.41
283 | 58.71| 100 | 7299 | 37 27.01| 183 | 53.04| 162 | 46.96
284 | 58.92 62 | 45.26| 75 5474 | 222 | 64.35| 123 | 35.65
275 | 57.05 48 | 35.04| 89 64.96 | 227 | 65.80| 118 | 34.20
303 | 62.86 99 | 72.26| 38 27.74| 204 | 59.13 | 141 | 40.87
309 | 64.11| 104 | 7591 | 34 24.82| 205 | 59.42| 140 | 40.58
365 | 75.73| 109 | 79.56 | 28 20.44 | 256 | 74.20 89 | 25.80
356 | 73.86 98 | 71.53| 39 28.47| 258 | 74.78 87 | 25.22
387 | 80.29| 114 | 83.21| 23 16.79| 273 | 79.13 72 | 20.87
374 | 7759| 111 | 81.02| 26 18.98 | 263 | 76.23 82 | 23.77

Source:Own elaboration in MS Excel.

INO5

DA static model

DA dynamic model

Static DT

Dynamic DT

As stated above, validation results are genematlyse than the results ob-
tained initially, and this was also our case. Adwly created models showed
lower accuracy on the validation sample. The DA elquerformed worse by
about 10 — 17%, while the decision tree model guals — 10%. In both cases,
the decrease in accuracy was higher when usingfdie models.

As the table shows, the best results were obtdigagsing the dynamic deci-
sion tree model followed by the static decisior tneodel ranked the second and
from among the DA models the dynamic model provede superior to the
static one. Taking into account the ranking witbut-of-sample there was no
change when compared to the ranking within in-sampl

However, when we compared the results of our nsodéth the Altman’s
model and Index INO5 we could see that our DA statddel performed worse
compared with both existing models. This means #padlication of the DA
method and static approach did not lead to a mibdélcould be superior to the
established models. In general, the DA method digrovide sufficiently reliable
results even after applying the dynamic approachii@ other hand, the deci-
sion tree model showed a very good predictive tgbifi comparison with the
newly created DA models as well as the selectestiagi models (Altman, 1983,
INO5). Based on these results we proved that onamyc decision tree model
was superiorto the other models including also the validatsagnple. In other
words, weconfirmed Working hypothesis Nbas we developed a model that over
performed the already existing models on the omal lzs well as other models
created by us on the other. Moreover, we even eletkeur expectations as the
dynamic decision tree reached the accuracy aetled bf approx. 80% which, in
comparison with the Altman’s model and Index IN@&s higher by about 20%.
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A summary of all the results used to confirm owrking hypothesis on both
training and validating samples is given in the [€dh

Table 6
Summary of Confirmation of Working Hypothesis

Working hypothesis Training sample Validating sample

Using the dynamic approach will increase the accyraf static 2@ S@
DA model

Using the dynamic approach will increase the accyraf static V. »
Decision tree model. v v

We create a model that will be superior to the Attirmodel, »

index IN 05 M

Source:Own elaboration.

From the summary it is obvious that with regamshie working hypothesis
there was no difference between the training afidatéoon sample, however, as
mentioned above, there was a change in the preeliahility.

Conclusion

The main objective of this paper was to explore ilhpact of using trend
variables in model creation on the predictive apilif the developed model and
consequently to create a model superior to the tadkat are already being used
in the Slovak business environment. To meet theatives, we developed four
new models based on two methods: discriminant aizaind decision tree tech-
nique by applying two approaches: static and dynafiom the analysis of the
results it is obvious that the dynamic approaah, uising trend variables, in-
creased the predictive ability of the model onlythe case of the decision tree
technique. Moreover, by applying the decision tezhnique and the dynamic
approach we were able to extract classificatioagthat proved the best perfor-
mance with other analysed models as they reacleedcituracy of about 80% in
the validation sample. Based on all the resultaiobt in the Slovak business
environment we can conclude that our objectiveréate a model superior to the
other models analysed in this paper was achieved.
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